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Executive Summary 

Despite the benefits we can harness from artificial 
intelligence (AI), these systems carry human rights 
risks that can impact communities and end-users. 

Communities face human rights risks across the 
entire  AI value chain. New forms of human rights 
risks emerge for communities, particularly in the 
establishment of data centres and the development 
and deployment of AI systems.   

“Data hungry” AI systems rely on vast amounts of 
data, which are required to train and verify AI models. 
Personal information and data may be bought, sold, 
and used without consent, which is a clear violation of 
the right to privacy.  

We are only beginning to see the potential 
societal disruption that can be driven by AI. By 
2023, AI-based tools had already been used to 
influence political processes in at least 16 
countries, from the use of deepfakes to 
spread misinformation to discredit political 
opponents to using AI tools to intimidate and 
silence human rights defenders and 
journalists (Source: Freedom House, 2023).   

AI systems may have built-in biases that could lead to 
discriminatory outcomes when AI systems determine 

our access to essential services or employment 
opportunities. 

Given the risks to communities and end-users, it is 
important for investors to consider the risks that AI can 
pose. Investors should consider the potential risk exposure 
in carrying out human rights due diligence in their pre- and 
post-investment processes:  

 Causing adverse impacts: A company may develop
an AI human resource system that ranks candidates
with discriminatory results based on gender and
ethnicity. If this happens, best practice is for the
company to cease, prevent, and remedy the impact.

 Contributing to adverse impacts: If an AI system
developer uses datasets from a provider that used
copyrighted or sensitive information violating
privacy rights, the company should cease or prevent
the impact and use its leverage as a consumer to
influence the data provider.

 Directly linked to adverse impacts: If an AI system
service provider uses a cloud service provider that is
linked to forced labour and child labour in its raw
materials and hardware supply chains, the company
should use its leverage to influence the cloud service
provider to enhance its due diligence processes.
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Mapping of key human rights risks for communities 

Source: LSE, 2022, United Nations, 2023, and EU, 2020 as of 2024; created by Greenwheel. 

Mapping of key human rights risks for end-users 

Source: Human Rights Watch, 2023, United Nations, 2023, and EU, 2020 as of 2024; created by Greenwheel. 



1. Impact of AI on communities and end-users

As the second paper of the Greenwheel Artificial Intelligence (AI) series, this piece maps the 
human rights risks and impacts across the AI value chain for communities and end-users, 
from hardware to the deployment of AI systems (Figure 1).  

Figure 1: Recap of the AI value chain 

Source: Argus, 2023, BMC, 2021, Eckerson Group, 2023, Hash Collision, 2023, IBM, 2020, IBM, 2024, 
McKinsey, 2018, Technology Magazine, 2024, and The Forecast - Nutanix, 2023. as of 2024; created 
by Greenwheel. The information shown above is for illustrative purposes only and is not intended 
to be, and should not be interpreted as recommendations of advice.    

The adverse human rights impacts for communities are identified for the entirety of the AI 
value chain, beginning with the upstream processes in the extraction of raw materials to the 
deployment of AI systems (Figure 2a-b). For end-users, adverse impacts can be mapped to data 
centre processes but the majority of impacts are related to the development and deployment 
of AI systems.  



Figure 2a: Key human rights risks facing communities 

Source: LSE, 2022, United Nations, 2023, and EU, 2020 as of 2024; created by Greenwheel. 

Figure 2b: Key human rights risks facing end-users  

Source: Human Rights Watch, 2023, United Nations, 2023, and EU, 2020 as of 2024; created by 
Greenwheel.  



 
 

The social considerations in the “hardware of AI” 

The environmental practices of the mining operations can impact the right to a clean, healthy, 
and sustainable environment, right to water, and right to livelihood of local communities, 
with a disproportionate effect on certain vulnerable groups (e.g., indigenous peoples, women, 
rural rightsholders). Land rights disputes and the lack of respect for the right to free, prior, and 
informed consent can lead to friction and conflict between mine operators and local communities, 
which can escalate to the violation of the rights of human rights defenders and violence and 
harassment.  

Given the chemicals used in electronics and semiconductor manufacturing, communities 
surrounding factories may be exposed to hazardous chemicals, which can affect their right to 
a clean, healthy, and sustainable environment and the right to water.1 As semiconductor 
production is water intensive, communities may be more prone to water shortages.   

The environmental impacts of data centres can lead to adverse human rights impacts for 
surrounding communities.2 Data centres are notoriously water-intensive; particularly when data 
centres are located in drought-prone areas, communities are forced to compete with data centres 
for access to water.3 Data centres may also increase the cost of electricity for host communities 
that have to cost-share the required infrastructure.4 Communities hosting data centres may 
experience noise pollution that can lead to mental and physical harm including increased cortisol, 
hypertension, and insomnia.5  

In addition to the physical risks to local communities, data centres may impact the right to 
privacy, especially if those rights are not protected by countries that host data centres. Depending 
on the jurisdiction, data centre providers may have to surrender “unlawful” content at the request 
of authorities, which may disproportionately target human rights defenders and political 
dissidents.6   

The social considerations in development of AI systems   

Big data, big challenges to human rights   

AI models generate outputs based on vast amounts of data. The amount of data required for 
newer models such as Generative AI (GenAI) far exceeds older predictive models.7 Given that the 
large datasets can be obtained through web-scraping, end-users may not be able to give 
their full and informed consent; this data may be further bought and sold without consent. In 
some cases, datasets may include personally identifying information or other types of private 
information.8 Sensitive personal data may also be extracted from GenAI models through “model 
inversion”.9 

There have been cases of AI developers obtaining data in a way that violates the right to 
privacy.10 Clearview AI, a facial recognition product for law enforcement, scraped image data from 
across the internet including online services that prohibit this practice. Currently, Clearview AI is 
banned in the European market due to the violation of General Data Protection Regulation 
(GDPR).11 In 2023, an investigation by the Italian Data Protection Authority found that ChatGPT 
was using data from user conversations and information on payments by subscribers, which 
violates the GDPR.12 



 
 

Big data can also affect an individual’s right to own property. Datasets may contain protected 
work and the outputs of AI systems especially GenAI may constitute an unauthorised use 
and reproduction of the work of the “original author(s)” leading to potential cases of copyright 
infringement.13 

 

The deployment of AI 

AI may contribute to fake news, disrupt political processes, and incite violence  

AI systems can deepen existing social divisions and exacerbate forms and patterns of 
violence in society. Algorithmic systems that offer personalised content that are bespoke to 
individual end-users can perpetuate biases, particularly in driving more extremist views that can 
lead to violence.14 Similarly, there are emerging concerns that new AI technologies such as GenAI 
can further compound the divisions and patterns of violence through the creation of 
disinformation.    

AI systems can be used to perpetuate existing forms and patterns of violence in society, 
particularly gender-based violence.15 AI has enabled new forms of gender-based violence 
through image-based abuse (e.g., deepfake videos), online harassment, and surveillance and 
stalking. This new digital form of abuse can amplify harm and impacts for victims-survivors as 
violence can be perpetuated across distances, speeds, and rates, and where perpetrators can 
shield their own identities.16    

Algorithmic systems can drive group-based violence. Meta’s algorithmic systems have 
contributed to ethnic violence in Myanmar and Ethiopia due to the built-in preference for 
maximum engagement that can favour inflammatory or hateful content. In Ethiopia Meta’s 
systems supercharged the spread of harmful rhetoric against the Tigrayan community which led 
to the killing of a university professor.17 In Myanmar, hateful anti-Rohingya echo chambers were 
formed inciting violence and discrimination, amplifying hate speech against Rohingya people.18   

However, not all recommendation algorithms perpetuate biases in the same way. Contrary to 
popular belief, a study on YouTube’s recommendation algorithm found that it only contributes to 
a mild echo chamber (i.e., liberals see more liberal-leaning videos), though this does not preclude 
individuals from seeking out or accidentally stumbling upon harmful content.19 Where individuals 
do encounter extremist content (whether intentionally or accidentally), they are subsequently 
recommended more extremist videos.  

In other words, although end-users with neutral or mixed views are not being exposed to 
recommendations for extremist content, existing consumers of extremist content are more likely 
to be recommended further similar channels and videos.20 This can lead to an increase in 
political polarisation and in extreme cases, incite violence.   

With the rise of GenAI, disinformation can be compounded through the creation of 
deepfakes with new generative technologies that can erode public trust in democratic 
processes, drive polarisation, and ultimately impact a person’s right to information.21 States 
shave misused AI products beyond their intended purposes to attack, intimidate, and 
suppress human rights defenders, journalists, and political opponents. As of 2023, at least 16 
countries have used AI-based tools to sow doubt, attack opponents, or influence public debate.22 



 
 

AI technology can enable assist automated “bot” accounts in spreading false narratives and 
information that can be used to disrupt elections (Figure 3).23 GenAI tools can enhance the 
tactics used to negatively impact a person’s right to vote freely through the creation of 
deepfakes.24 This is particularly concerning in 2024 as it is a historical election year with elections 
taking place in 50 countries with 2 billion voters heading to the polls.25 

 

Figure 3: Deepfakes are affecting the right to take part in public affairs globally  

Source: Financial Times, 2024, The Journalist’s Source, 2024, Freedom House, 2023, as of 2024; 
created by Greenwheel using Mapchart. 

 

Discriminatory AI through a biased feedback loop   

AI systems may produce outputs that perpetuate and reinforce existing stereotypes in 
society. Existing biases are transferred into AI systems through poor quality datasets (Figure 4).26 
In addition to using biased data to train and verify AI models, AI systems developers could also 
have biases that can permeate into the algorithmic design, testing, and deployment, as developers 
are influenced by their own choices, preferences, and backgrounds. The built-in biases in an AI 
system can lead to injustices and discriminatory results that can exacerbate existing inequalities 
(Figure 5).27 

 



 
 

Figure 4: How biases are created and replicated in an AI feedback loop 

Source: Business Insider, 2019, British Medical Journal, 2021, University of Berkley School of 
Information, 2021, and WEF, 2024 as of 2024; created by Greenwheel. 

 

Figure 5: A snapshot of AI incidents to date 

 

Source: Ramírez Sánchez et al., 2023 as of 2024; created by Greenwheel. The information shown 
above is for illustrative purposes only and is not intended to be, and should not be interpreted as 
recommendations of advice. 

 



 
 

When biased systems are used to determine access to essential services, the consequences 
can be severe, especially without proper mitigation mechanisms in place (i.e., human 
verification). This can impact the enjoyment of fundamental social and economic rights including 
but not limited to the right to health (e.g., denied access to insurance), right to education (e.g., AI 
systems to judge admission to educational opportunities), right to employment (e.g., 
discriminatory hiring tools), and right to a livelihood (e.g., access to financial services). For instance, 
in Austria, the Public Employment Service deployed a system that helped predict a job seeker’s 
prospects. The System gave lower scores to women over 30, women with childcare responsibilities, 
and migrants even if they have the same qualifications as men.28 Similarly, an AI recruitment 
product can replicate historical biases in job market data leading to unequal treatment of 
candidates.29  

 

2. Possible Implications for investors   

Figure 6: How investors are exposed to human rights risks through their portfolio 
companies30 

 

Source: Created by Greenwheel.  The information shown above is for illustrative purposes only 
and is not intended to be, and should not be interpreted as recommendations of advice. 

By identifying the different risks and impacts companies across different parts of the AI value chain 
may have on communities and end-users, investors are better equipped in carrying out due 
diligence in addition to addressing potential controversies should adverse impacts occur (Figure 
6).  

Aside from the more obvious cases of direct impact on communities where companies have due 
to their environmental practices (e.g., mining operations, semiconductor factory, data centres), 
investors may be exposed to companies that are causing human rights impacts in the design 
and deployment of AI systems. For instance, flawed AI systems that prevent individuals from 
accessing key services including health care, education, and financial services can cause adverse 
impact. Because of the potential social harm, these systems are considered “high-risk” in the 
recent EU AI Act, which will be further addressed in a separate Greenwheel research paper.  

Investors may also be exposed to human rights risks in a less direct way when companies 
are contributing to adverse human rights impacts. While a GenAI product is not sufficient, in 
and of itself, in causing political disruptions or perpetrating violence, the lack of safety measures 
may enable end-users in creating harmful content such as deepfakes. As such, a company is 



 
 

materially increasing the likelihood of disruptions and other types of human rights violations can 
contribute to adverse human rights impacts.  

An AI solutions provider may be directly linked to adverse human rights impacts through its 
hardware supply chain. Suppose a holding company uses a cloud services provider that is linked 
to forced labour and child labour in its raw materials and hardware supply chain. Although the AI 
solutions provider is not directly impacting the affected workers, their business relationship with 
the cloud services provider exposes them to linkages to adverse impacts; hence, the AI solutions 
provider is expected to use their leverage on their cloud services provider to strengthen their 
human rights due diligence processes, particularly their supply chain practice. 
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30 A company causes an adverse impact when its activity materially increases the risk of a specific impact; the company’s 
activity is sufficient, in and of itself, in leading to the impact. A company contributes to an adverse impact where its 
activity materially increases the risks of an impact even if it is not sufficient, in and of itself, in leading to the impact. A 
company is directly linked to an impact when a mutually and commercially beneficial relationship is established with a 
state or non-state entity that materially increases the risk of impact.   



 
 

Key Information  

This document does not constitute investment advice and the information shown is for illustrative 
purposes only. No investment strategy can guarantee returns or eliminate risks in any 
environment. Past performance is not a guide to future results. The prices of investments and 
income from them may fall as well as rise and an investor’s investment is subject to potential loss, 
in whole or in part. Forecasts and estimates are based upon subjective assumptions about 
circumstances and events that may not yet have taken place and may never do so. 

Global Disclaimer 

Redwheel ® is a registered trademark of RWC Partners Limited (“RWC”). The term 
“Redwheel” may include any one or more Redwheel branded regulated entities including, 
RWC Asset Management LLP which is authorised and regulated by the UK Financial 
Conduct Authority and the US Securities and Exchange Commission (“SEC”); RWC Asset 
Advisors (US) LLC, which is registered with the SEC;  RWC Singapore (Pte) Limited, which 
is licensed as a Licensed Fund Management Company by the Monetary Authority of 
Singapore; Redwheel Australia Pty Ltd is an Australian Financial Services Licensee with 
the Australian Securities and Investment Commission; and Redwheel Europe 
Fondsmæglerselskab A/S (“Redwheel Europe”) which is regulated by the Danish Financial 
Supervisory Authority.  

Redwheel may act as investment manager or adviser, or otherwise provide services, to 
more than one product pursuing a similar investment strategy or focus to the product 
detailed in this document. Redwheel and RWC (together “Redwheel Group”) seeks to 
minimise any conflicts of interest, and endeavours to act at all times in accordance with 
its legal and regulatory obligations as well as its own policies and codes of conduct. 

This document is directed only at professional, institutional, wholesale or qualified 
investors. The services provided by Redwheel are available only to such persons. It is not 
intended for distribution to and should not be relied on by any person who would qualify 
as a retail or individual investor in any jurisdiction or for distribution to, or use by, any 
person or entity in any jurisdiction where such distribution or use would be contrary to 
local law or regulation. 

This document has been prepared for general information purposes only and has not 
been delivered for registration in any jurisdiction nor has its content been reviewed or 
approved by any regulatory authority in any jurisdiction.  

The information contained herein does not constitute: (i) a binding legal agreement; (ii) 
legal, regulatory, tax, accounting or other advice; (iii) an offer, recommendation or 
solicitation to buy or sell shares in any fund, security, commodity, financial instrument or 
derivative linked to, or otherwise included in a portfolio managed or advised by 
Redwheel; or (iv) an offer to enter into any other transaction whatsoever (each a 
“Transaction”). Redwheel Group bears no responsibility for your investment research 
and/or investment decisions and you should consult your own lawyer, accountant, tax 
adviser or other professional adviser before entering into any Transaction. No 



 
 

representations and/or warranties are made that the information contained herein is 
either up to date and/or accurate and is not intended to be used or relied upon by any 
counterparty, investor or any other third party. 

Redwheel Group uses information from third party vendors, such as statistical and other 
data, that it believes to be reliable. However, the accuracy of this data, which may be used 
to calculate results or otherwise compile data that finds its way over time into Redwheel 
Group research data stored on its systems, is not guaranteed. If such information is not 
accurate, some of the conclusions reached or statements made may be adversely 
affected. Any opinion expressed herein, which may be subjective in nature, may not be 
shared by all directors, officers, employees, or representatives of Redwheel Group and 
may be subject to change without notice. Redwheel Group is not liable for any decisions 
made or actions or inactions taken by you or others based on the contents of this 
document and neither Redwheel Group nor any of its directors, officers, employees, or 
representatives (including affiliates) accepts any liability whatsoever for any errors and/or 
omissions or for any direct, indirect, special, incidental, or consequential loss, damages, 
or expenses of any kind howsoever arising from the use of, or reliance on, any 
information contained herein. 

Information contained in this document should not be viewed as indicative of future 
results. Past performance of any Transaction is not indicative of future results. The value 
of investments can go down as well as up. Certain assumptions and forward looking 
statements may have been made either for modelling purposes, to simplify the 
presentation and/or calculation of any projections or estimates contained herein and 
Redwheel Group does not represent that that any such assumptions or statements will 
reflect actual future events or that all assumptions have been considered or stated. There 
can be no assurance that estimated returns or projections will be realised or that actual 
returns or performance results will not materially differ from those estimated herein. 
Some of the information contained in this document may be aggregated data of 
Transactions executed by Redwheel that has been compiled so as not to identify the 
underlying Transactions of any particular customer.  

No representations or warranties of any kind are intended or should be inferred with 
respect to the economic return from, or the tax consequences of, an investment in a 
Redwheel-managed fund.  

This document expresses no views as to the suitability or appropriateness of the fund or 
any other investments described herein to the individual circumstances of any recipient. 

The information transmitted is intended only for the person or entity to which it has been 
given and may contain confidential and/or privileged material. In accepting receipt of the 
information transmitted you agree that you and/or your affiliates, partners, directors, 
officers and employees, as applicable, will keep all information strictly confidential. Any 
review, retransmission, dissemination or other use of, or taking of any action in reliance 



 
 

upon, this information is prohibited. Any distribution or reproduction of this document is 
not authorised and is prohibited without the express written consent of Redwheel Group. 

The risks of investment are detailed in the Prospectus and should be considered in 
conjunction with your investment adviser. Please refer to the Prospectus, Key Investor 
Information Document (UCITS KIID), Key Information Document (PRIIPS KID), Summary of 
Investor Rights and other legal documents as well as annual and semi-annual reports 
before making investment decisions; these documents are available free of charge from 
RWC or on RWC’s website: https://www.redwheel.com/ and available in local languages 
where required. RWC as the global distributor has the right to terminate the 
arrangements made for marketing Redwheel Funds in certain jurisdictions and to certain 
investors. Redwheel Europe is the sub-distributor of shares in Redwheel Funds in the 
European Economic Area (“EEA”) and is regulated by the Danish Financial Supervisory 
Authority. This document is not a solicitation or an offer to buy or sell any fund or other 
investment and is issued in the UK by RWC and in the EEA by RW Europe. This document 
does not constitute investment, legal or tax advice and expresses no views as to the 
suitability or appropriateness of any investment and is provided for information 
purposes only. The views expressed in the commentary are those of the investment 
team. 

Funds managed by Redwheel are not, and will not be, registered under the Securities Act 
of 1933 (the “Securities Act”) and are not available for purchase by US persons (as defined 
in Regulation S under the Securities Act) except to persons who are “qualified purchasers” 
(as defined in the Investment Company Act of 1940) and “accredited investors” (as defined 
in Rule 501(a) under the Securities Act). 

This document does not constitute an offer to sell, purchase, subscribe for or otherwise 
invest in units or shares of any fund managed by Redwheel. Any offering is made only 
pursuant to the relevant offering document and the relevant subscription application. 
Prospective investors should review the offering memorandum in its entirety, including 
the risk factors in the offering memorandum, before making a decision to invest. 

[AIFMD and Distribution in the European Economic Area (“EEA”) 

The Alternative Fund Managers Directive (Directive 2011/61/EU) (“AIFMD”) is a regulatory 
regime which came into full effect in the EEA on 22 July 2014. RWC Asset Management 
LLP is an Alternative Investment Fund Manager (an “AIFM”) to certain funds managed by 
it (each an “AIF”). The AIFM is required to make available to investors certain prescribed 
information prior to their investment in an AIF. The majority of the prescribed information 
is contained in the latest Offering Document of the AIF. The remainder of the prescribed 
information is contained in the relevant AIF’s annual report and accounts. All of the 
information is provided in accordance with the AIFMD. 

In relation to each member state of the EEA (each a “Member State”), this document may 
only be distributed and shares in a Redwheel fund (“Shares”) may only be offered and 
placed to the extent that (a) the relevant Redwheel fund is permitted to be marketed to 



 
 

professional investors in accordance with the AIFMD (as implemented into the local 
law/regulation of the relevant Member State); or (b) this document may otherwise be 
lawfully distributed and the Shares may lawfully be offered or placed in that Member 
State (including at the initiative of the investor).] 

[Information Required for Offering in Switzerland of Foreign Collective Investment 
Schemes to Qualified Investors within the meaning of Article 10 CISA. 

This is an advertising document. 

The representative and paying agent of the Redwheel-managed funds in Switzerland (the 
“Representative in Switzerland”) FIRST INDEPENDENT FUND SERVICES LTD, 
Feldeggstrasse 12, CH-8008 Zurich. Swiss Paying Agent: Helvetische Bank AG, 
Seefeldstrasse 215, CH-8008 Zurich. In respect of the units of the Redwheel-managed 
funds offered in Switzerland, the place of performance is at the registered office of the 
Swiss Representative. The place of jurisdiction is at the registered office of the Swiss 
Representative or at the registered office or place of residence of the investor.]  

[Tigris Investments LLC, incorporated under the laws of Florida, has been engaged by 
RWC to act as an introducer of certain Redwheel Funds (“Introducer”) in Argentina, Brazil, 
Chile, Colombia, Mexico, Panama, Peru, Uruguay and United States (Non-Resident 
Channel) (in accordance with applicable laws), and is distributing this document in its 
capacity as Introducer.] 

 



Redwheel London
Verde
10 Bressenden Place 
London SW1E 5DH
+4420 72276000

Redwheel Miami
2640 South BayshoreDrive 
Suite201
Miami
Florida 33133
+1305 6029501

Redwheel Europe 
Fondsmæglerselskab A/S, 
Havnegade 39, 1058 
København K, Denmark

Redwheel Singapore
80 Raffles Place
#22-23
UOB Plaza 2
Singapore 048624
+65 68129540

CONTACT US
Please contact us if you have any questions or
would like to discuss any of our strategies.
invest@redwheel.com | www.redwheel.com

This document does not constitute an offer to sell, purchase, subscribe for or otherwise invest in units or shares of any
fund managed by Redwheel. Any offering is made only pursuant to the relevant offering document and the relevant
subscription application. Prospective investors should review the offering memorandum in its entirety, including the
risk factors in the offering memorandum, before making a decision to invest.


