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There is a growing consensus on the definition of 
responsible AI based on international norms, regulations, 
and industry best practice. In a nutshell, responsible AI is 
balancing innovation with the necessary management of 
risks that underlie the development and deployment of 
AI products and services. Responsible AI requires a 
unique blend of human rights due diligence and product 
safety. 

However, in practice, innovation is outpacing the 
development of safeguards and responsible AI practices. 
To date, there are more than 3000 recorded incidents of 
AI-related harms. Because regulations are lagging behind 
advances in AI systems as well as emerging risks and 
impacts due to unforeseen risks and misuse, businesses 
face the difficult task of applying international norms to 
new technologies. 

The good news is that there are comprehensive 
guidelines and frameworks to help implement 
responsible AI principles. Though, for investors, existing 
frameworks are not tailored to their specific needs; they 
require “translation” into actions that investors can take 
in their pre- and post-investment due diligence 
processes. 

To support investors in applying responsible AI principles, 
Greenwheel has developed an investor framework drawing 
on recommendations from international organisations, 
regulations, human rights experts, and company best 
practices. This tool translates responsible AI principles 
into the six due diligence steps that investee companies 
should take: 

1. Embed: Uphold responsible AI policies and supply chain
policies; define roles and responsibilities; and provide
training on AI ethics, human rights, and safety;

2. Identify: Map regulatory changes and expectations;
map human rights risks across the AI value chain;
determine risk levels of AI systems;

3. Address: Implement safeguards to prevent and mitigate
risks; conduct AI audits; engage with stakeholders
(academics, civil society organisations, human rights
experts, governments);

4. Remediate: Establish an effective operational
grievance mechanisms; provide remedies to affected
individuals and groups;

5. Track: Track and document AI system performance and
impacts throughout the AI lifecycle; and,

6. Report: Openly communicate on company policies, and
processes, including performance of AI systems and
lessons learned.
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Preface: The Investor Need 
 

A year ago, Greenwheel held an AI consultation lunch with 
representatives from all investment teams at Redwheel. A common 
concern raised by investment teams is how to balance the benefits we 
can maximise from AI while managing the foreseeable and unforeseeable 
risks and impacts. 

We are only beginning to see the transformations from AI, especially for 
deployers. One of the key learnings we have from previous technological 
booms, including social media, is that innovation often outpaces 
regulations and best practices. Due diligence is often an afterthought, 
which can expose investors to human rights and environmental risks. 

To ensure that our investment teams stay ahead of the regulatory 
requirements and normative guidance around AI, we have tasked 
Greenwheel with developing a Responsible AI Framework to help 
investors ensure that the relevant safeguards are put in place for both 
developers and deployers. Given the rapid changes we are witnessing, we 
anticipate for this Framework to continue evolving over time. 
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Defining responsible artificial intelligence 

Artificial Intelligence (AI) systems are rapidly advancing. Already, AI systems have facilitated the 
enjoyment of human rights, leading to positive social outcomes across many sectors from health 
care to financial services in both developed and emerging and frontier markets.1 For workers, the 
AI value chain offers new job opportunities; the deployment of AI is augmenting and 
transforming roles, freeing workers from repetitive tasks. For end-users, AI systems have spurred 
creativity and promoted access to information across the globe.2 

However, the adoption of AI tools is accompanied by human rights risks and ethical 
concerns.3 There are human rights risks and impacts identified across the AI value chain to 
workers, communities, and end-users. To date, the OECD Incidents Database shows that there 
are over 3000 reports of AI-related harms (Figure 1). In addition, the benefits are not distributed 
equitably as some communities remain underserved and excluded from the advancements of AI. 

Businesses and investors are presented a unique challenge in balancing innovation with the 
necessary management of risks that underlie the development and deployment of AI 
systems. With the recent eruption of Generative AI (GenAI) and its unprecedented scale and speed 
in uptake, concerns are raised by academics, civil society, international organisations, journalists, 
policymakers, and trade unions. There is a growing demand for a more human-centred approach 
to AI development and deployment, including the positive role businesses and investors can and 
should play as part of their responsibility under international norms.4 



 

Figure 1: AI-induced harm 
 

Source: AI Incident Database, 2025; created by Greenwheel. 

To address the risks of AI systems and to maximise the potential benefits for society, 
international organisations, governments, human rights experts, businesses, and investors 
have developed recommendations for the responsible development and deployment of AI 
(Figure 2). 

Figure 2: Norms and standards on responsible AI 
 

Source: UNESCO, 2021, B-Tech, 2023, NIST, 2023, ICGN, 2024, ITI, 2024, RIAA, 2024, South Korean 
AI Basic Law, 2024, AI Verify Foundation, 2024, UNGA, 2024, WEF, 2024, Yang, 2024, EU AI Act, 2025, 
Government of Canada, 2025, BSR, 2025, ISO, 2025, and, OECD, 2025; created by Greenwheel. 

International norms 

The OECD Principles for Trustworthy AI and the UNESCO Recommendation on the Ethics of 
AI are the two key international standards on responsible AI for policymakers and 
businesses (Figure 3).5 Both sets of principles provide a definition of responsible AI through the 
incorporation of a human rights approach for AI actors across the AI lifecycle as a guidance to both 
policymaker and businesses. 

In 2024, the United Nations General Assembly adopted a resolution on the promotion and 
protection of human rights in the design, development, deployment and the use of AI. The 
resolution reaffirms international norms around human rights and sustainable development and 

https://incidentdatabase.ai/apps/discover/?hideDuplicates=1&is_incident_report=true
https://unesdoc.unesco.org/in/documentViewer.xhtml?v=2.1.196&id=p%3A%3Ausmarcdef_0000381137&file=/in/rest/annotationSVC/DownloadWatermarkedAttachment/attach_import_e86c4b5d-5af9-4e15-be60-82f1a09956fd%3F_%3D381137eng.pdf&updateUrl=updateUrl6254&ark=/ark%3A/48223/pf0000381137/PDF/381137eng.pdf.multi&fullScreen=true&locale=en&1517_21_EN_SHS_int.indd%3A.8918%3A4
https://www.ohchr.org/sites/default/files/documents/issues/business/b-tech/advancing-responsible-development-and-deployment-of-GenAI.pdf
https://www.nist.gov/itl/ai-risk-management-framework
https://www.icgn.org/sites/default/files/2024-03/ICGN%20Investor%20Viewpoint%20-%20Artificial%20Intelligence%20-%20An%20engagement%20guide.pdf
https://www.itic.org/documents/artificial-intelligence/AIFIAIAccountabilityFrameworkFinal.pdf
https://www.ausbil.com.au/Ausbil/media/Documents/Research%20and%20Insights/AI-and-Human-Rights_Investor-Toolkit-FINAL-27-4-2024.pdf
https://artificialintelligenceact.com/south-korean-ai-basic-law/
https://artificialintelligenceact.com/south-korean-ai-basic-law/
https://aiverifyfoundation.sg/wp-content/uploads/2024/05/Model-AI-Governance-Framework-for-Generative-AI-May-2024-1-1.pdf
https://news.un.org/en/story/2024/03/1147831
https://www3.weforum.org/docs/WEF_Responsible_AI_Playbook_for_Investors_2024.pdf
https://www.technologyreview.com/2024/01/17/1086704/china-ai-regulation-changes-2024/
https://artificialintelligenceact.eu/implementation-timeline/
https://artificialintelligenceact.eu/implementation-timeline/
https://ised-isde.canada.ca/site/innovation-better-canada/en/artificial-intelligence-and-data-act-aida-companion-document
https://www.bsr.org/files/BSR-Overview-Responsible-AI-Practitioner-Guides-Human-Rights-Based-Approach-to-Generative-AI.pdf
https://www.iso.org/artificial-intelligence/responsible-ai-ethics
https://www.oecd.org/en/topics/ai-principles.html


 

calls upon all stakeholders, both policymakers and private sector actors (businesses and 
investors), to work together in ensuring that AI systems are safe, secure, and trustworthy.6 

Figure 3: Two key international principles on responsible AI 
 

Source: OECD, 2024 and UNESCO, 2021; created by Greenwheel. 

Although there are some differences in how principles are presented across different global 
standards and guidances, Greenwheel identified seven responsible AI principles that are 
commonly found (Figure 4). 

Figure 4: A global definition of responsible AI 
 

 
Source: UNESCO, 2021, UN B-Tech and UNOHCHR, 2023, Council of Europe, 2024, OECD, 2024, 
and ISO, 2025; created by Greenwheel. 

1. Accountability: Effective governance structures and mechanisms should be in place to 
hold individuals, organisations, or entities accountable for ensuring the proper functioning 
of AI systems and the responsible development and deployment of AI. Good AI governance 
ensures that an organisation’s deployment of AI aligns with its strategies, objectives, and values.7 

This requires a clear set of rules, practices, processes, as well as roles and responsibilities. 

2. Autonomy: Activities throughout the AI system lifecycle should respect human autonomy 
where humans are not treated as a “means-to-an-end”.8 This respect is upheld in three ways. 
Firstly, AI systems should be designed in a way that individuals can make choices and decisions 
free from manipulation, misinformation, and recommendation systems. In short, human decision- 
making is protected and respected.9 Secondly, AI systems should avoid the dehumanisation of 
individuals or groups by reducing them to mere data points. Finally, the anthropomorphism of AI 
(e.g., projecting human qualities onto AI) should be avoided.10 

https://oecd.ai/en/ai-principles
https://www.unesco.org/en/artificial-intelligence/recommendation-ethics#%3A%7E%3Atext%3DResponsibility%20and%20Accountability%2Cand%20threats%20to%20environmental%20wellbeing
https://unesdoc.unesco.org/in/documentViewer.xhtml?v=2.1.196&id=p%3A%3Ausmarcdef_0000381137&file=/in/rest/annotationSVC/DownloadWatermarkedAttachment/attach_import_e86c4b5d-5af9-4e15-be60-82f1a09956fd%3F_%3D381137eng.pdf&updateUrl=updateUrl6254&ark=/ark%3A/48223/pf0000381137/PDF/381137eng.pdf.multi&fullScreen=true&locale=en&1517_21_EN_SHS_int.indd%3A.8918%3A4
https://www.ohchr.org/sites/default/files/documents/issues/business/b-tech/taxonomy-GenAI-Human-Rights-Harms.pdf
https://rm.coe.int/1680afae67
https://oecd.ai/en/ai-principles
https://www.iso.org/artificial-intelligence/responsible-ai-ethics


 

3. Non-discrimination: AI actors should ensure that AI systems and data do not reinforce 
existing biases or produce discriminatory outcomes that disproportionately affect 
marginalised, vulnerable, or underrepresented individuals and groups. If such issues arise, they 
should be disclosed and further prevented by implementing appropriate safeguards. 

4. Inclusiveness: The benefits of AI systems should be accessible and inclusive. Both the design 
and deployment of AI systems should consider the diverse needs of different groups such as 
ability, age, culture, gender, and language, with particular attention paid to marginalised and 
vulnerable communities. AI benefits should extend to users in both developed and emerging 
markets. 

5. Safety and security: AI systems should be robust, secure and safe throughout their entire 
lifecycle. Developers and deployers are responsible for ensuring the appropriate functioning of 
AI systems under all use cases including normal, foreseeable or unforeseeable use or misuse. AI 
systems should avoid posing unreasonable safety or security risks for users and other impacted 
groups. Mechanisms should be in place to address harm caused or undesired behaviour, for 
instance, tackling disinformation and misinformation. 

6. Privacy: AI systems should safeguard personal and sensitive data. Individuals should have 
control over how their information is collected, used, and disposed. Consent should be obtained 
by individuals prior to the use of their data in the training of AI models. In the case of GenAI, 
safeguards must be in place to prevent the misuse of generated content that may violate 
intellectual property rights. 

7. Transparency and explainability: Finally, governance structures, information on AI 
capabilities, datasets, models, limitations, and other factors influencing AI decision-making 
processes, should be well-documented, understandable and accessible to relevant AI actors 
and stakeholders. At all times, users should be informed that they are interacting with AI. Those 
affected by AI outcomes should have access to simple and understandable explanations on how 
decisions were made and where they are able to challenge the results. However, transparency 
should be balanced with other competing demands such as protecting intellectual property (e.g., 
proprietary codes and datasets). 



 

Legislation and guidance 

Globally, governments are developing regulatory frameworks to balance AI innovations 
with safeguards to protect human rights (Figure 5). 

Figure 5: National legislation and draft legislation on AI 
 

Source: EBIA, 2021, Brazil AI Act, 2024, CSET, 2024, IAPP, 2024, South Korean AI Basic Law, 2024, 
Yang, 2024, EU AI Act, 2025, Government of Canada, 2025a, and Government of Canada, 2025b; 
made with MapChart; created by Greenwheel. 

China is the first country in the world to develop a set of regulations around AI. 
Supplementing the sets of regulations, the Chinese government has issued guidelines regarding 
the ethical use of AI and in addressing security risks. There are explicit references to anticipating 
the abuse and misuse of AI; prohibiting the infringement of basic human rights (personal, privacy, 
and property rights); addressing discrimination and biases; and, ensuring roles and 
responsibilities are appropriately assigned.11 Additionally, there are supplementary guidance for 
the application of AI technology at the sectoral level (e.g., automobile, financial services, health 
care).12 

The European Union is the first to launch a comprehensive AI regulation. Its scope extends 
beyond the geographical boundaries of the EU to include any AI system used within the EU as well 
as systems that affect individuals in the EU regardless of where the system is developed or 
deployed.13 

The EU AI Act takes a product safety approach where products must meet a minimum set of 
safety requirements prior to rollout in European markets. This Act balances the level of compliance 
burden for companies and protection of rights, particularly for small and medium enterprises.14 

The EU AI Act identifies “high-risk” AI systems: biometrics, critical infrastructure, education, 

https://www.gov.br/mcti/pt-br/acompanhe-o-mcti/transformacaodigital/arquivosinteligenciaartificial/ebia-summary_brazilian_4-979_2021.pdf
https://artificialintelligenceact.com/brazil-ai-act/
https://cset.georgetown.edu/publication/china-ai-law-draft/
https://iapp.org/media/pdf/resource_center/global_ai_law_policy_tracker.pdf
https://artificialintelligenceact.com/south-korean-ai-basic-law/
https://www.technologyreview.com/2024/01/17/1086704/china-ai-regulation-changes-2024/
https://artificialintelligenceact.eu/implementation-timeline/
https://ised-isde.canada.ca/site/innovation-better-canada/en/artificial-intelligence-and-data-act-aida-companion-document
https://ised-isde.canada.ca/site/ised/en/consultation-development-canadian-code-practice-generative-artificial-intelligence-systems/canadian-guardrails-generative-ai-code-practice
https://www.mapchart.net/world.html


 

employment, access to essential services (public and private), law enforcement, immigration, and 
administration of justice and democratic processes.15 Depending on the risk-level of a given AI 
system, there are different mandatory requirements in the adoption and maintenance of a quality 
and risk management system.16 

Brazil’s draft AI Bill mirrors the EU AI Act in establishing a risk-based approach to AI systems. 
AI systems deemed to pose excessive risks are prohibited. High-risk systems are heavily regulated. 
All other systems have to meet a basic set of requirements. However, in contrast, to the EU AI Act, 
the Brazilian draft Act provides a clearly defined set of values for companies to adopt in their AI 
policies.17 Brazilian civil society argues that their draft legislation is more explicit and aligned with 
human rights due diligence compared to the EU regulation.18 

The regulatory landscape is expected to continue evolving swiftly in the next years. Across all 
regions of the world, there are national and regional level strategies in addition to guidance 
on the ethical development and deployment of AI systems (Figure 6). 

Figure 6: National strategy and voluntary guidance on AI 
 

Source: NITI, 2018; Saudipedia, 2020, Australian Government, 2021, Expert Group on AI Principle 
Implementation, 2022, NICT, 2022, SDAIA, 2023, AI Verify Foundation, 2024, AU, 2024, Australian 
Government, 2024, CIPIT, 2024, Clifford Chance, 2024, IAPP, 2024, and White Case, 2024; made 
with MapChart; created by Greenwheel. 

https://niti.gov.in/sites/default/files/2019-01/NationalStrategy-for-AI-Discussion-Paper.pdf
https://saudipedia.com/en/article/2878/economy-and-business/data-and-ai/national-strategy-for-data-and-ai-nsdai#%3A%7E%3Atext%3DThe%20National%20Strategy%20for%20Data%20and%20AI%20outlines%20six%20key%2Cresearch%20and%20innovation%2C%20and%20ecosystem
https://wp.oecd.ai/app/uploads/2021/12/Australia_AI_Action_Plan_2021.pdf
https://www8.cao.go.jp/cstp/ai/aistratagy2022en.pdf
https://sdaia.gov.sa/en/SDAIA/about/Documents/ai-principles.pdf
https://aiverifyfoundation.sg/wp-content/uploads/2024/05/Model-AI-Governance-Framework-for-Generative-AI-May-2024-1-1.pdf
https://au.int/en/documents/20240809/continental-artificial-intelligence-strategy
https://www.industry.gov.au/sites/default/files/2024-09/voluntary-ai-safety-standard.pdf
https://www.industry.gov.au/sites/default/files/2024-09/voluntary-ai-safety-standard.pdf
https://cipit.org/an-in-depth-analysis-of-the-au-ai-continental-strategy-and-implications-on-ai-governance-in-the-continent/
https://www.cliffordchance.com/insights/resources/blogs/talking-tech/en/articles/2024/06/understanding-the-new-ai-operator-guidelines-in-japan.html
https://iapp.org/media/pdf/resource_center/global_ai_law_policy_tracker.pdf
https://www.whitecase.com/insight-our-thinking/ai-watch-global-regulatory-tracker-african-union
https://www.mapchart.net/world.html


 

Although there are differences in the various legislation, strategies, and guidance, there are some 
common themes: 

Safety versus innovation: Governments recognise the potential trade-off between safety 
and innovation. There is a concern that stringent requirements on transparency and 
explainability may adversely impact and burden smaller AI actors such as small and 
medium enterprises.19 

 
A value chain approach: Similar to the recommendations in international norms, the 
regulations, strategies, and voluntary guidance are relevant to all actors across the AI value 
chain. Though, the actors identified and classified across regulations may differ. For 
instance, the EU AI Act refers to providers, deployers, importers, distributors, and product 
manufacturers of AI systems while Canada’s draft AI and Data Act references AI designers, 
developers, deployers and operators. Meanwhile, the OECD refers to developers and 
vendors. 

 
A tiered approach to risks: Not all AI systems are equal. Some systems are higher risks 
due to the nature of the solution (e.g., biometrics) or where solutions are deployed (e.g., 
access to essential services). Consequently, the onerousness of risk management systems 
should be proportional to the risks posed to individuals and society. 

 
Human rights impact recognised: Governments clearly recognise the risks of AI systems 
to human rights and the rule of law, which necessitates a risk management system.20 While 
the prominence of human rights varies across legislation and strategies, there is universal 
recognition of the impact of discriminatory outcomes and biases. 

The case for responsible AI for investors 

Figure 7: AI Developers and deployers 

 

Source: BSA, 2023 and ITI, 2024; created by Greenwheel. 

Investors may be exposed to human rights risks across their portfolios if their holding 
companies fail to uphold the principles of responsible AI. Exposure can stem from companies 
developing and/or deploying AI systems (Figure 7). Failure to uphold responsible AI practices can 
carry significant human rights risks, which can also be financially material (Figure 8).21 

https://www.bsa.org/files/policy-filings/03162023aidevdep.pdf
https://www.itic.org/documents/artificial-intelligence/AIFIAIAccountabilityFrameworkFinal.pdf


 

Figure 8: The investor case for responsible AI 
 

Source: EU AI Act, 2024, Naaia, 2024, RIAA, 2024, WEF, 2024, and Yap, 2025; created by Greenwheel. 

The Greenwheel Responsible AI Framework for investors 

Greenwheel developed a Responsible AI Framework to support investors in assessing the 
policies and processes of holding companies against norms and best practices on responsible AI 
(Figure 9). This Framework is grounded in the six steps of due diligence as part of responsible 
business conduct whilst drawing from a plethora of international norms, government regulations, 
and expert organisations. So far, the Framework targets two key AI actors: developers and 
deployers. Over time, Greenwheel seeks to add additional actors (e.g., data centres, data 
enrichment providers). 

Although there are many emerging guidances and tools around responsible AI, many existing 
frameworks are not tailored to an investor audience; oftentimes, recommendations are provided 
to multiple stakeholder groups (e.g., government, businesses, and investors). Additionally, in our 
experience, investors find self-assessment tools useful if they can help identify red flags and gaps, 
practical company actions or key performance indicators, and engagement questions to 
companies. Finally, framing the tool against the six steps of standard human rights due diligence 
provides a consistent methodology for investors to apply international norms across an array of 
human rights issues. 

https://artificialintelligenceact.eu/article/99/
https://naaia.ai/china-ai-regulation/#%3A%7E%3Atext%3DIf%20companies%20do%20not%20comply%20with%20the%20obligations%2C%2Csuch%20as%20the%20possibility%20to%20refuse%20targeted%20advertising
https://www.ausbil.com.au/Ausbil/media/Documents/Research%20and%20Insights/AI-and-Human-Rights_Investor-Toolkit-FINAL-27-4-2024.pdf
https://www3.weforum.org/docs/WEF_Responsible_AI_Playbook_for_Investors_2024.pdf
https://law.asia/south-korea-ai-regulation-legal-implications/


 

Figure 9: Greenwheel’s Responsible AI Framework 
 

Source: Greenwheel, 2025; created by Greenwheel. 

1. Embed 

Responsible AI Policy 

A company can demonstrate alignment with internationally recognised human rights norms by 
setting up a comprehensive responsible AI policy (or equivalent, for instance, embedded into 
an existing human rights policy) that outlines a company’s commitment to embed responsible AI 
practices. 

• The policy should commit to upholding the defined responsible AI principles: 
accountability; autonomy; non-discrimination; inclusion; transparency; safety and 
security; and, privacy. 

 
• The responsible AI policy should define clear roles and responsibilities as well as key 

actions taken to identify, mitigate, and remediate AI-related impacts.22 

 
• For deployers, it is particularly important to consider how the deployment of AI may impact 

its employees in its direct operations. 

Responsible Supply Chain Policy 

As AI actors have a responsibility to ensure that internationally recognised human rights norms 
are upheld throughout the entire AI value chain, it is crucial for both developers and deployers 
to have a responsible AI supply chain policy (or equivalent embedded within an existing supply 
chain policy) that considers any human rights risks their suppliers may face. For instance, 
developers may consider risks related to data generation, data labelling and annotation, content 
moderation, and data verification (Figure 10). Additional measures may be necessary to address 
the risks facing workers on crowdwork platforms, particularly around wages (Box 1). 



 

Figure 10: A summary of commonly found human rights risks in the AI supply chain 
 

Source: Tubaro et al., 2020, Fairwork, 2023, and ILO, 2024; created by Greenwheel. 
 

Box 1: Living tariffs and the question of fair wages for gig workers in the AI value chain 

Living tariff is a concept that refers to a more accurate and fairer approach to wages for gig 
workers. This approach accounts for the out-of-pocket costs of associated with gig work. For 
example, in the context of delivery drivers, their wages would factor costs including equipment, 
fuel, insurance, and unbilled hours waiting for tasks. Currently piloted in India, Indonesia, Kenya, 
and Pakistan, the Deutsche Gesellschaft für Internationale Zusammenarbeit GmbH (GIZ) and 
Wage Indicator Foundation have developed a Living Tariff Calculator to help gig workers calculate 
the true cost of a gig. 

Translating this to the context of AI value chain workers, calculating the living tariff for a worker 
would include costs such as accessing the internet, electronics (to access the platform), social 
security, time spent bidding for tasks on platforms, and trainings for upskilling (especially 
important in responding to the rapidly evolving demands in the AI landscape). Altogether, the living 
wage should be able to afford essentials such as education, food, healthcare, housing, and 
upskilling. This tool can the potential in helping businesses calculate fairer wages to promote 
decent work for gig workers. 

Source: BMZ, 2024 and Gigpedia, 2025. 

https://journals.sagepub.com/doi/10.1177/2053951720919776
https://fair.work/wp-content/uploads/sites/17/2023/07/Fairwork-Cloudwork-Ratings-2023-Red.pdf
https://www.ilo.org/global/research/events-courses/WCMS_910594/lang--en/index.htm
https://www.bmz-digital.global/en/fair-wages-for-gig-workers-the-living-tariff-calculator-provides-help/
https://gigpedia.org/


 

We believe that the responsible AI policy, responsible AI supply chain policies, or their equivalent 
should be developed with inputs from internal and external stakeholders. Where possible, 
actual or potentially affected rightsholders and/or their representatives should provide feedback 
and insights on the appropriate scoping of these policies. Finally, the policies should be signed off 
by senior leadership and reviewed on a regular basis.23 

Assigning roles and establishing incentives 

To oversee the implementation of the responsible AI policies and commitments, businesses may 
seek to establish a responsible AI (or ethics) committee (Figure 11). This committee should 
report challenges and progress to senior leadership on a regular basis. 

For developers, this committee can bring together expertise from across the business to inform 
the responsible development of AI products and services. This allows engineering and product 
specialist teams to engage in dialogue with cybersecurity and human rights experts to understand 
potential and adverse impacts of AI systems; similarly, human rights experts can benefit from 
understanding the basics regarding any new or changes to products and services to better 
anticipate potential risks. 

For deployers, the committee may draw in additional business units where relevant. For instance, 
the committee may bring in human resources if they are planning on deploying a new AI 
recruitment or performance review product. 

Figure 11: Responsibilities of a responsible AI committee 
 

Source: BSR, 2025b and ISO, 2025; created by Greenwheel. 

Ultimately, incentives play an important role in ensuring that responsible, safety, and 
security standards are implemented.24 Perverse incentives can encourage key actors within an 
organisation to forgo responsible AI practices. For example, tight deadlines and intense pressure 
on engineering and product teams would discourage the adoption of responsible AI practices, as 
this may cause delays in meeting their deliverables. Similarly, where the consideration of 
cybersecurity or human rights risks are not formalised in roles and responsibilities with adequate 
reward for compliance, employees may see responsible AI as largely voluntary. 

Trainings 

To support implementation of responsible AI policies and strong risk management systems, we 
believe, internal trainings should be provided to employees.25 While it is important that all 
employees are 

https://www.bsr.org/files/BSR-A-Human-Rights-Based-Approach-to-Governance-and-Management.pdf
https://www.iso.org/artificial-intelligence/responsible-ai-ethics


 

adequately trained, engineers and product specialists of developers, and procurement teams 
and affected business units of deployers in particular should understand the potential and 
adverse impacts of AI in order to embed responsible practices into their day-to-day work.26 

Similarly, human rights experts and senior leadership are encouraged to have minimally a basic 
understanding of the products and services the company is developing or deploying to help them 
better assess and address potential risks and impacts. 

2. Identify 

Map regulatory changes 

Emerging regulations on AI draw from international norms such as the UN Guiding Principles 
(UNGPs).27 However, each regulatory framework may have additional requirements for 
businesses. The EU AI Act requires companies to define high-risk AI categories and carry out 
fundamental human rights impact assessments before deployment.28 In China, there are 
requirements to clearly label content that is generated by AI; any sensitive research for AI 
development that involves human and animals or have significant societal impact require the 
establishment of an internal review committee and external experts to meet national ethical 
standards.29 

Given the variances, following human rights due diligence may not be sufficient in meeting 
the diverse legal requirements. Businesses should conduct a mapping of the regulatory changes 
around the globe. 

Map human rights risks across the AI value chain 

Carrying out a human rights impact assessment or risk assessment prior to the market release of 
products and services can help companies understand their most salient human rights risks. 
This can help them prioritise key actions to take in response. This mapping should include risks in 
the company's direct operations, upstream activities (e.g., supply chain) as well as downstream 
risks (e.g., customers). As part of best practice, human rights impact assessment should involve 
the engagement of both internal and external stakeholders. Internal stakeholder engagement is 
recommended to get buy-in on the process and external engagement can gather insights from the 
perspective from potentially impacted rightsholders, their representatives, and experts.30 

Figure 12: Assessing the human rights risks of AI products and services 
 

Source: Mantelero and Esposito, 2021, United States Department of State, 2024, BSR, 2025d; 
created by Greenwheel. 

https://www.sciencedirect.com/science/article/pii/S0267364921000340#%3A%7E%3Atext%3DBased%20on%20empirical%20analysis%20of%20this%20evidence%2C%20this%2Cscale%20require%20a%20proper%20contextualisation%20of%20HRIA%20methodology
https://2021-2025.state.gov/risk-management-profile-for-ai-and-human-rights/
https://www.bsr.org/files/BSR-A-Human-Rights-Based-Approach-to-Impact-Assessment.pdf


 

Businesses should identify the potential rights that may be impacted by AI products and 
services, this includes civil and political rights and economic and social rights.31 This assessment 
should consider the nature of the products and services, including the context for deployment 
(Figure 12). Businesses may consider assigning a risk level to their products and services based on 
this assessment to help prioritise actions and level of safeguarding required (Figure 13). 

Figure 13: Assessing the risks of facial recognition software 
 

Source: Murray, 2024; created by Greenwheel. 

3. Address 

Implement safeguards 

Safeguards should be in place across the AI lifecycle to address the plethora of adverse 
impacts including but not limited to biases, discriminatory results, privacy infringements, 
fraud, and the spread of disinformation and misinformation (Figure 14). Safeguards are 
especially important for generative AI due to the risks related to generating convincing yet false 
content (e.g., deepfakes) as well as adversely impacting an individual’s intellectual property rights 
by copying existing work. 

Conduct AI audits 

AI audits enable businesses to assess their development and deployment of AI systems for 
legal compliance, technical safety, and ethics. An effective and trustworthy AI audit should 
provide comprehensive evidence about a system’s responsible development and deployment.32 

AI auditing can help businesses meet regulatory requirements.33 For instance, under the EU AI Act, 
high-risk systems are required to undergo a conformity assessment prior to deployment carried 
out by an independent accredited third-party recognised by national authorities. Similarly, AI 
systems used to make employment-related decisions in New York City have to go through an 
independent audit.34 

https://journals.sagepub.com/doi/full/10.1177/09240519241253061


 

Figure 14: Safeguards for companies to adopt 
 

 

Source: Longpre et al., 2025, BSR, 2025d, and BSR, 2025e, and Chapman University, 2025; created 
by Greenwheel. 

Additionally, AI audits can help assess the potential and actual environmental and social 
impact of AI systems as well as the mitigation measures adopted by a business. On issues 
such as biases, AI audits can uncover flawed or non-representative datasets, test decisions made 
by AI processes, and engage with impacted rightsholders. Deployers seeking to adopt AI systems, 
from hiring processes to productivity tracking systems, can use AI audits to prevent unintended 
harm to workers. Particularly for high-risk AI systems used in sensitive personal data collection, 
facial recognition, and predictive policing, auditing can test systems for accuracy, fairness, and 

https://fmcheatsheet.org/
https://www.bsr.org/files/BSR-A-Human-Rights-Based-Approach-to-Impact-Assessment.pdf
https://www.bsr.org/files/BSR-A_Human-Rights-Based-Approach-to-Risk-Mitigation.pdf
https://www.chapman.edu/ai/bias-in-ai.aspx


 

alignment with international norms.35 AI audits can also evaluate a system’s environmental impact 
on key metrics such as energy and water consumption, emissions, and e-waste.36 

AI audits can be conducted internally or externally. AI audits should be carried out before 
deployment and market rollout. Auditing should occur iteratively and not as a one-time process. 

Engage with stakeholders 

To inform the different stages of the development process from design to product rollout, 
external stakeholders such as academics, civil society organisations, human rights experts, 
governments should be consulted. Stakeholders can give inputs to companies on what works 
and potential challenges. Particularly where there are clear risks to specific groups of rightsholders 
(e.g., patients in a healthcare setting, own employees), engagement with the potentially impacted 
groups can help mitigate harm.37 

To address any downstream adverse impacts related to deployment or use of the product or 
service, developers should communicate with deployers to understand how they plan to use the 
AI system. Developers should inform deployers the potential risks and limitations to the 
given product or service. Any unforeseen impacts after deployment should also be 
communicated to developers in an on-going basis to encourage continuous improvement. 

Promote inclusive AI 

To ensure that the benefits of AI can be reaped by everyone, AI systems should be developed in 
a way that promotes equality, multilingualism, cultural diversity, and the inclusion of 
persons with disabilities. To achieve this goal, businesses are recommended to think about 
inclusion as a lens across the whole AI lifecycle (Figure 15). 

Figure 15: Promoting inclusive AI 
 

Source: Chou et al., 2018, Brayan, 2021, WEF, 2021, Microsoft, 2025, and WEF, 2025; created by 
Greenwheel. 

https://cdn-dynmedia-1.microsoft.com/is/content/microsoftcorp/microsoft/msc/documents/presentations/A11Y/PDF/Inclusive-Design-Inclusive-AI.pdf
https://www.weforum.org/stories/2021/09/companies-how-to-build-more-inclusive-artificial-intelligence/
https://www.weforum.org/stories/2021/09/companies-how-to-build-more-inclusive-artificial-intelligence/
https://inclusive.microsoft.design/
https://reports.weforum.org/docs/WEF_A_Blueprint_for_Intelligent_Economies_2025.pdf


 

To respect this inclusiveness throughout AI development, the active participation of individuals 
and groups regardless of gender, disability, ethnic origin, language, or age should be encouraged. 
For instance, one of the biggest challenges to inclusive AI is data inequity particularly from under- 
represented groups. Companies can address this issue by working with governments, data 
suppliers, non-profit organisations, or academic institutions to build diverse training 
datasets. An example emerging best practice is found in Japan, where a public-private partnership 
has been established to build training data originating in Japan to develop a LLM serving a 
Japanese audience.38 These practices can help businesses tackle data gaps and overcome the 
challenges of developing AI systems that can capture cultural, linguistic, and local nuances. 

4. Remediate 

Operational Grievance Mechanisms 

Operational grievance mechanisms should be in place so that any potentially or affected 
stakeholders (e.g., clients, suppliers, users) are able to report concerns and address 
complaints they have in the context of the development or deployment of an AI system. Grievance 
mechanisms should handle complaints from workers that are made redundant or adversely 
impacted by the adoption of AI systems internally. Grievance mechanisms (e.g., hotlines, online 
platforms) are the most efficient way to enable companies to directly respond to human rights- 
related concerns. They should therefore be effectively designed to encourage use by those 
stakeholder groups they were intended to be used by and guarantee non-retaliation.39 Outcomes 
of grievance mechanisms should feedback into the development stages of AI. 

As AI systems operate at a large scale and impact many users, it should be possible to raise 
grievances at an individual level (e.g., complaints regarding a specific AI-made decision), but also 
at a group-level (e.g., complaints regarding personal data collection or discriminatory outcomes).40 

To ensure that such grievance mechanisms are effective and remediation processes can be 
continuously improved, potentially and actually affected stakeholders should be consulted in the 
design process. 

Access to remedy 

Even with the implementation of safeguards, businesses may be unable to avoid all adverse 
impacts. As such, in line with international human rights norms and regulations, AI developers 
and deployers should have appropriate remedy processes in place (Figure 16). 

A single point of contact should be responsible for the coordination of remedy processes across 
the entire value chain.41 While this is usually the actor in the value chain with a direct connection 
to the impacted rightsholder, other actors in the value chain should still use their leverage to drive 
remediation of adverse human rights impacts.42 



 

Figure 16: Steps for effective remedy 
 

Source: B-Tech, 2021, EU AI Act, 2024, Hudson, 2024, BSR, 2025f, and UNEP, 2025; created by 
Greenwheel. 

5. Track 

Tracking from data to inference 

AI developers should track and document how, why, and with what inputs an AI system is 
developed. All AI actors in the value chain should be able to explain the various relevant 
elements and implications of AI systems (Figure 17). To the furthest extent possible, easily 
understandable information about these AI system processes should be available to stakeholders 
affected by the outputs of the system so that they can understand and challenge outputs if 
necessary.43 Documentation tools such as model, system or service cards are used in practice to 
help in the “data-to-inference” tracking process and explainability of an AI model.44 

https://www.ohchr.org/sites/default/files/Documents/Issues/Business/B-Tech/access-to-remedy-company-based-grievance-mechanisms.pdf
https://artificialintelligenceact.eu/article/99/
https://byfieldconsultancy.com/2024/05/the-art-of-corporate-apologies-crafting-an-effective-strategy-by-dina-hudson-law360/
https://www.bsr.org/files/BSR-Remedy-for-Generative-AI-Related-Harms.pdf
https://www.unepfi.org/humanrightstoolkit/remedy/


 

Figure 17: Recommended metrics to capture in a model card45 based on existing best 
practice 

 

 
Source: IAPP, 2023, Hewson, 2024, OpenAI, 2024, Longpre et al., 2025, BSR, 2025d, BSR, 2025e, 
Chapman University, 2025, and Google, 2025; created by Greenwheel. 

Monitoring human rights impacts 

Human rights violations occurring throughout the AI value chain should be monitored and 
documented. This includes tracking any complaints raised, including the number of complaints 
and type of complaint (e.g., right violated or harm perpetrated), and closely following remediation 
processes, including the time taken to investigate and remedies offered. Tracking this information 
closely can be advantageous for companies to prepare for external evaluations and regulatory 
mandates.46 

Companies should also continuously monitor the effectiveness of their safeguards implemented 
and mitigation measures taken to ensure that AI systems are not having unintended negative 
impacts. Lastly, as AI systems also have many positive impacts on individuals and society, AI actors 
are encouraged to track the beneficial outcomes of the developed and deployed AI systems. 

https://iapp.org/news/a/5-things-to-know-about-ai-model-cards
https://www.dataprotectionlawhub.com/insight/roles-provider-and-deployer-ai-systems-and-models
https://openai.com/index/gpt-4o-system-card/
https://fmcheatsheet.org/
https://www.bsr.org/files/BSR-A-Human-Rights-Based-Approach-to-Impact-Assessment.pdf
https://www.bsr.org/files/BSR-A_Human-Rights-Based-Approach-to-Risk-Mitigation.pdf
https://www.chapman.edu/ai/bias-in-ai.aspx
https://ai.google/static/documents/ai-responsibility-update-published-february-2025.pdf


 

Figure 18: Keeping humans-in-the-loop in monitoring AI systems 
 

Source: OECD, 2023 and Security, 2024; created by Greenwheel. 

Post-market monitoring 

Once the AI product or service reaches the market, AI actors should keep track of the 
performance of the AI system through post-market monitoring.47 

For developers this includes tracking what and how many use cases there were for the system and 
the percentage of incorrect or misleading results the system produces. There should be 
continuous engagement with the deploying entity and direct feedback should be acquired to 
include into further system development and improvement. 

For deployers post-market monitoring includes tracking what use cases there were for the system; 
the number of users of the system; and the number of queries that were resolved. To understand 
the impact AI deployment has on employees, customers, society and the business as a whole, 
companies should compare the performance to the situation prior to the introduction of AI. 

6. Report 

Public reporting 

To openly demonstrate their commitment to responsible AI practices, minimally, companies 
should make their responsible AI policies publicly available. In line with the transparency 
principle and the UN Guiding Principles on Business and Human Rights, companies should disclose 
the findings from their impacts or risks assessments, mitigation efforts in addressing salient 
human rights issues, and an evaluation of their effectiveness (Figure 19).48 

Findings from AI audits and post-market monitoring should be reported. For developers, these 
may include the number of users and number of queries resolved, whereas developers may report 
against indicators such as number of intended use cases, number of misuses, and rates of 
hallucination.49 As a best practice, companies should explain how their performance stands 
against the targets set and document successes, challenges, and lessons encountered when 
implementing a responsible AI strategy. This will showcase that implementing such a strategy is 
an iterative process that can continuously be improved. 

https://www.oecd.org/en/publications/advancing-accountability-in-ai_2448f04b-en.html
https://www.securitymagazine.com/blogs/14-security-blog/post/100798-humans-in-ai-the-necessity-for-human-in-the-loop-hilt#%3A%7E%3Atext%3DThis%20type%20of%20supervised%20learning%2Cmalfunctions%20is%20called%20into%20question


 

Figure 19: Key Performance Indicators to capture in public reports 
 

Source: Cisco, 2024, IBM, 2024, Microsoft, 2024, BSR, 2025f, Cisco, 2025, Google, 2025a, Google 
2025b, IBM, 2025, Intel, 2025, Longpre et al., 2025, and Microsoft, 2025; created by Greenwheel. 

Responding to allegations 

Even with the appropriate measures adopted in line with international norms and best practices 
to address the human rights risks posed by AI, businesses may still have adverse impacts on 
rightsholders. 

Businesses may face allegations of human rights violations by civil society, journalists, and/or trade 
unions. In response, businesses should carry out an investigation to substantiate the claims. 
Depending on the severity of the claims and the internal expertise available, companies may reach 
out to third-party experts for support. Investigation findings should be publicly available; sensitive 
data should not be presented. Where allegations are substantiated, businesses should provide 
remedy to affected rightsholders and the steps taken to improve on policies and processes to 
guarantee non-repetition. 

https://www.cisco.com/c/dam/en_us/about/doing_business/trust-center/docs/cisco-responsible-artificial-intelligence-framework.pdf#%3A%7E%3Atext%3DRequire%20assessments%20for%20relevant%20AI%20use%20cases%2C%2Cin%20the%20markets%20in%20which%20we%20operate.%26text%3DTrack%20and%20report%20AI%20incidents%20and%20share%2Cgroup%20of%20stakeholders%2C%20customers%2C%20employees%2C%20and%20partners
https://www.ibm.com/downloads/documents/us-en/107a02f5d048f2e2
https://cdn-dynmedia-1.microsoft.com/is/content/microsoftcorp/microsoft/final/en-us/microsoft-brand/documents/responsible-aI-transparency-report-2024.pdf
https://www.bsr.org/files/BSR-Remedy-for-Generative-AI-Related-Harms.pdf
https://www.cisco.com/site/us/en/solutions/artificial-intelligence/responsible-ai/index.html
https://ai.google/static/documents/ai-responsibility-update-published-february-2025.pdf
https://services.google.com/fh/files/misc/adversarial-misuse-generative-ai.pdf
https://services.google.com/fh/files/misc/adversarial-misuse-generative-ai.pdf
https://www.ibm.com/impact/ai-ethics#%3A%7E%3Atext%3DThe%20IBM%20AI%20Ethics%20Board%20is%20at%20the%20center%20of%2Cour%20partners%20and%20the%20world
https://www.intel.com/content/www/us/en/corporate/artificial-intelligence/digital-readiness-home.html#%3A%7E%3Atext%3DTowards%20Achieving%20RISE%202030%20Goals%2Cand%20future%20jobs%20by%202030
https://fmcheatsheet.org/
https://learn.microsoft.com/en-us/training/
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any market environment. Past performance is not a guide to future results. The prices of 
investments and income from them may fall as well as rise and an investor’s investment is subject 
to potential loss, in whole or in part. Forecasts and estimates are based upon subjective 
assumptions about circumstances and events that may not yet have taken place and may never 
do so. The statements and opinions expressed in this article are those of the author as of the date 
of publication, and do not necessarily represent the view of Redwheel. This article does not 
constitute investment advice and the information shown is for illustrative purposes only. Whilst 
updated figures are not available for all sources, we have performed further analysis and believe 
that this data has not significantly changed and is reflective for 2025. 
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which may be used to calculate results or otherwise compile data that finds its way over time into 
Redwheel Group research data stored on its systems, is not guaranteed. If such information is not 
accurate, some of the conclusions reached or statements made may be adversely affected. Any 
opinion expressed herein, which may be subjective in nature, may not be shared by all directors, 
officers, employees, or representatives of Redwheel Group and may be subject to change without 
notice. Redwheel Group is not liable for any decisions made or actions or inactions taken by you 
or others based on the contents of this document and neither Redwheel Group nor any of its 22 



 

directors, officers, employees, or representatives (including affiliates) accepts any liability 
whatsoever for any errors and/or omissions or for any direct, indirect, special, incidental, or 
consequential loss, damages, or expenses of any kind howsoever arising from the use of, or 
reliance on, any information contained herein. Information contained in this document should not 
be viewed as indicative of future results. Past performance of any Transaction is not indicative of 
future results. The value of investments can go down as well as up. Certain assumptions and 
forward looking statements may have been made either for modelling purposes, to simplify the 
presentation and/or calculation of any projections or estimates contained herein and Redwheel 
Group does not represent that that any such assumptions or statements will reflect actual future 
events or that all assumptions have been considered or stated. There can be no assurance that 
estimated returns or projections will be realised or that actual returns or performance results will 
not materially differ from those estimated herein. Some of the information contained in this 
document may be aggregated data of Transactions executed by Redwheel that has been compiled 
so as not to identify the underlying Transactions of any particular customer. No representations 
or warranties of any kind are intended or should be inferred with respect to the economic return 
from, or the tax consequences of, an investment in a Redwheel-managed fund. 22 This document 
expresses no views as to the suitability or appropriateness of the fund or any other investments 
described herein to the individual circumstances of any recipient. The information transmitted is 
intended only for the person or entity to which it has been given and may contain confidential 
and/or privileged material. In accepting receipt of the information transmitted you agree that you 
and/or your affiliates, partners, directors, officers and employees, as applicable, will keep all 
information strictly confidential. Any review, retransmission, dissemination or other use of, or 
taking of any action in reliance upon, this information is prohibited. Any distribution or 
reproduction of this document is not authorised and is prohibited without the express written 
consent of Redwheel Group. The risks of investment are detailed in the Prospectus and should be 
considered in conjunction with your investment adviser. Please refer to the Prospectus, Key 
Investor Information Document (UCITS KIID), Key Information Document (PRIIPS KID), Summary of 
Investor Rights and other legal documents as well as annual and semi-annual reports before 
making investment decisions; these documents are available free of charge from RWC or on RWC’s 
website: https://www.redwheel.com/ and available in local languages where required. RWC as the 
global distributor has the right to terminate the arrangements made for marketing Redwheel 
Funds in certain jurisdictions and to certain investors. Redwheel Europe is the sub-distributor of 
shares in Redwheel Funds in the European Economic Area (“EEA“) and is regulated by the Danish 
Financial Supervisory Authority. This document is not a solicitation or an offer to buy or sell any 
fund or other investment and is issued in the UK by RWC and in the EEA by RW Europe. This 
document does not constitute investment, legal or tax advice and expresses no views as to the 
suitability or appropriateness of any investment and is provided for information purposes only. 
The views expressed in the commentary are those of the investment team. Funds managed by 
Redwheel are not, and will not be, registered under the Securities Act of 1933 (the “Securities Act“) 
and are not available for purchase by US persons (as defined in Regulation S under the Securities 
Act) except to persons who are “qualified purchasers“ (as defined in the Investment Company Act 
of 1940) and “accredited investors“ (as defined in Rule 501(a) under the Securities Act). This 
document does not constitute an offer to sell, purchase, subscribe for or otherwise invest in units 
or shares of any fund managed by Redwheel. Any offering is made only pursuant to the relevant 
offering document and the relevant subscription application. Prospective investors should review 
the offering memorandum in its entirety, including the risk factors in the offering memorandum, 
before making a decision to invest. 
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